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Descriptive statistics

Statistics
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Descriptive

Presenting, organizing, and
summarizing data from
samples
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uses

Drawing conclusions about a
population based on data
observed in a sample

Slide adapted from
Aldo Acevedo Toledo, Biotét, TU Dresden
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Measurements are Samples of a Generative Distribution

* Repeated sampling approximates the unknown underlying generative @|CzechBIAS
distribution, enabling

* Explorative data analysis

* Application of descriptive statistics ‘ Control
* Drawing conclusions
Generative ‘ Mutant
distribution
Estimated
y probability density

500 um?* 600 pm3 700 pm?3

Cell volume V
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How do we get from Data to Distributions?

« Measurements: [7, 5, 5276509563 “CzechBIAS
1
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| ) | sns.displot(measurements,
| | Generative

bins=9,
kde=True)
10 -
KDE: Kernel density estimation
8 a method to estimate the probability density
3 Estimated
4 probability density
2 -
D =
1 2 3 4 5 6 7 8 o
) @zoccolermarcelo measured value
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Measures of central tendency

- “Where” in parameter space are my samples located? %|CzechBIAS

Frequency

1 2 3 4 5 6 7 8 9

L @zoccolermarcelo Measurement x
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Measures of central tendency

* “Where” in parameter space are my samples located?

Measures of central tendency

Nominal Ordinal Interval
median(x) = 5.5

Categories Ranking On a scale

A
X
n =46 X = Z —
n
np.mean(measurements)
> M X separating all samples in two
C .
3] groups of the same size
é% np.median(measurements)
| -
H- m The most popular bin
statistics.mode(measurements)
1 2 3 4 5 6 7 8 9
™ 4 @zoccolermarcelo Measurement x Slide adapted from
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Measures of spread

 How do my samples vary in parameters space?

Measures of spread

Nominal Ordinal Interval
: : X = —
Categories Ranking On a scale n
25th 75th
min til | max np.std(measurements)
I ercetiie i =
< P percetile Standard 5= E :(x — X)?
o ] deviation n
m
> .
S
S o _ np.max(measurements) NP-var(measurements)
) 34.1%| 34.1% th
L . 75
Maximum : Inter-
percentile _
g _ Quartile
th
Minimum = . Ranse
o 13.6% percentile
S — np.min(measurements) np.percentile(measurements,
— — — [25, 58, 75])
30 20 lo 0 lo 20 30 Slide adapted from: Aldo Acevedo Toledo, Biotec, TU Dresden
Graph adapted from: M. W. Toews - Own work, based (in concept) on
, gng‘;ctﬂzecrzmarcelo Measurement x figure by Jeremy Kemp, on 2005-02-09, CC BY 2.5, v,

https://commons.wikimedia.org/w/index.php?curid=1903871



Measures of spread

» Percentiles
« The value under which a given percentage of our samples lie
 Independent of distribution

np.quantile(measurements, [0.25, .50, .75])

np.min(measurements) np.max(measurements)
0% (minimum) 50% (median) 100% (maximum)
A 25% 75%
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Comparing Means of Known Distributions is Reasonable

Difference of ’ Control
means
y ‘ Mutant

A AV = 100 pm?

A
A\ 4

Frequency

\ 4

| ] |
500 um? 600 um? 700 pm?

Cell volume V
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Comparing Means of Unknown Distributions can be Misleading

* Are two measurements coming from the same distribution, if their mean is &CzechBIAS

similar? ! = — :
Mean(A) = 5.@ Similar means is a
A B Mean(B) = 5.@ necessary condition, but it
1 4 is NOT sufficient!
g 5§ * Draw histograms. These distributions look very different!
F a0 a0
"I T 354 15 4
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Parametric vs. non-parametric
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Normal distribution:

- Can be completely described by mean p
and standard deviation o

- Allows comparing distributions (e.g., with
two-sided/paired t-test)

Ranked distribution:

Replace each value with its “rank”
Rank = index of value in sorted list
Robust to outliers

Independent of underlying distribution

Value | Ramk _

10 1
15 2

3 0
97 3

Graph adapted from: M. W. Toews - Own work, based (in concept) on
figure by Jeremy Kemp, on 2005;12-09, CCBY 2.5,
https://commons.wikimedia.org/w/index.php?curid=1903871



PolL

Physics of Life 4
TU Dresden e

Testing for Normality: scipy.stats.shapiro

from scipy import stats ¢x|CzechBIAS

stats.shapiro(measurements)

e 2
f(x) O_me ShapiroResult(statistic=0.964,
pvalue=0.161)
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